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ABSTRACT

This paper addresses the problem of finding sufiieient estimators for single parameter familigstially, the
original approach of Hodges (1951) is presentedorécedure for obtaining super-efficient estimatasith respect to

'Fisher Information’, using the 'Delta Method' eymptotic inference theory is derived and illustthtvith examples.
MATHEMATICS SUBJECT CLASSIFICATION: 62F10, 62F12

KEYWORDS: Fisher Information, Maximum Likelihood EstimatoB&yper-Efficiency

1. INTRODUCTION

Let X, X,,[l[, X, be iid. k-dimensional vector-valued random vagab each with p.d.f.
p(x|8), xOSOR",A0QOR. Letl, =0|0%;X|5) be the score function and leW) =E(l2) be the Fisher

Information (FI).

DenotingXqy = (X,, X,, [, X, ), let T,(Xn) = T (say) be any unbiased estimatoto¥,(T) be the variance of

T and C be the class of unbiased estimatots ©hen, by Cramer-Rao Inequality,

1
Vy(T) > —— ,07T0cC 1.1
9()2n|(9) (1.1

Let én(X(n)) = én (say) be any estimator (not necessarily unbiased) ib could be MLE of9 or any other. In

view of the inequality (1.1), én is said to be 'Asymptotically Efficient' (AE) if
~ d o
Jn(@,-6) - N(0,17(6)), 600Q
An estimatorén of 0 is said to be 'Super Efficient@f" if

Jn(@.-6) “N(0,6%6). 600

where | (8) = ¢*(6) 060Q andl (6,) > 0%(8,) for somed,1Q.
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Hodges (1951), in an unpublished work, was thé forpropose super efficient estimator. For dethiescussion
on Hodge's super efficiency, reference is madeatoeBur (1983). Investigations were carried outiatatesting results on
the principle of super-efficiency were establisgydLe Cam (1953, 1956, 1960, 1972). Basu (1952%idened the non-
regular Uniform family Ug, 20) and established the super-efficiency of the Bésear Unbiased Estimator over the
unbiased estimator based on the MLB0oStein (1956) discussed super efficient estimat@ multivariate normal mean
vector with the squared-norm loss function. Setimana (2004) carried out interesting investigationstize efficiency of
tests based on super-efficient estimators compérinigh tests based on the MLEs. Durairajan (20d®sented the notion
of Sub-Score and construction of Super-efficietinestor for estimating a vector parameter of inseia the presence of

nuisance parameters.

This paper is organized as follows: Section 2 dises the idea of Hodges (1951) that led to thematf 'super-
efficiency'. In Section 3, the 'delta method' ofraptotic inference theory is invoked to obtain supHficient estimators
for single parameter families of distributions. @t 4 presents a few applications of the methodhtiain super-efficient

estimators in different contexts.

2. THE IDEA OF HODGES (1951)

- R d
Let &, be the maximum likelihood estimator @tuch thatv/n (8,-6) - N(0,1 (6)), 60 Q. Letd, be

an arbitrary value of. Consider the estimator

G- {g . :Z = 1
Clearly, [6, 26,1 = [, = 8, ]. Note that this is a one-way implication only.

So,R[6,26.1 < RIE,=6,1=R[n"*|8,-6,|<1] 2.2)
Consider] 86, | < | 8, =8 | +|8, 6, |from which we get

16,-61216-6,1-16,-6, |

Thus, (N"* |8, -, <11= [16, -6 | = |6-6,] -n""*] so that

P NY |6, -6, | <11 < P [16,-6 | 2 |8-6,] -n"Y*] 2.3)
Using (2.3) in (2.2), we get

P16, 26.1< R[JN1G, -6 |2 Jn |6-6,]-n""*] (2.4)

We now investigate the asymptotic behaviouéhf.

Forg # 6, \n|6-6,] -n"* _ « so, R[vN|8, -6 | = Yn|6-6,] -n"*] ~ 0 asn — oo, which
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in turn gives B[ én ¢§n] - 0. That is, én and gn are asymptotically equivalent and have the samenpitic

behaviour. Hence, we infer that
Jn(@,-6) S N(O,17(8)) or 0 # 6, 2.5)
And, for 0 = 0y, by the definition off, , Pi[ 6, = 6, 1= Pyl N¥*6, =6, | <1]
Thatis, RN (8, —6,) =01 = P[/n| 8, -6, | < n¥*]
=R{-n"*<+/n|8 -6, |<n"*]

—-1lasn- o

- d
Hence, we infer thaty/n (8,-6,) - N(0,0)forg =6, (2.6)

From (2.5) and (2.6), it is found that asymptotciance ofé;n equals that of@n for @ # 6, and is less (equal to
0) for 9 = 6,. Hencegn defined in (2.1) is 'super efficient' @&t

3. DELTA-METHOD TO GET SUPER-EFFICIENT ESTIMATORS

d
Let T, be a statistic that is asymptotically normal abpatametef. That is, suppose we ha\&éﬁ (Th—0) -

N(0, c%®) ). Consider a statistic g{l where ‘g’ is a function that is at least twicdfelientiable atd. Expanding the

function g(t) in a neighbourhood 6f to the first degree of approximation, we have

9(Tn) =g@) + (T, —0) g'®)

d
so thatv'n [g(T) - g0) 1=/ (Ta—0) g©®) ~ N (0, [FOI**()) (3.1)
In other words, g(J]j is approximately normal about®y(with variance [g)]%%(0) / n.
We now present a result which helps obtain supfégierfit estimator using the delta method.

Theorem 3.1:Let g: Q — Q be a function and le, be a point in the spac® such that g{y) = 6, and 'g' is

differentiable at), with |g'@o) | < 1. If Hn be asymptotically efficient estimator &f then the estimator

O\ i a1 _
é :{g(gn) if n |gn 80 |S1 (3.2)

" én it nl/4|‘§n_‘90|>1

is super-efficient af,.

Proof: Given Hn is asymptotically efficient fof, we get
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Jn(@ -6 S N©178) 600 (3.3)

Applying the delta method to the poff we get

Jnlg(@,)-8,)] = N(O.[g' (6,11 () 3.4

Let A, = [nY* |én — 6, | < 1]. Following the discussion in Section 2, we firtht Ry(A,) — land R(A,)

— Ofor 6 # 6,.
Now, 8, = 6, e+ g(8,) I , and hences/n (6, -6) =+/n(8,-6) IA5+\/ﬁ(g(6A?n)—6?) N

For 0 +# 6,, the second term above approaches zero as ® , while for 8 = 0,, the first term approaches zero as

n — oo and hence, we have

N (0,1 *(6)) if 926,

Vn(@,-0) ~ {N(o,[g'(eo)]zrlwo)) if =6,

Since, |g%o) | < 1, we conclude tha@n is super-efficient af,.

The above result, suggests a convenient proceduobtiin super-efficient estimator at a point of ffaramter

space by suitably choosing a function ‘g’ on ttecepEssentially, the requirements on 'g' are
9(60) = 6o and |gfo) | <1 3.5

As a generic example, we can have
90)=a,(8-6,)+a,(6-6,)*+[1Fa, (8-6,)"+6,.60Q (3.6)
where 90 [1Q is a chosen point an|cB.l | < 1. However, to illustrate the possibility of sfiE choices in various

contexts, a few illustrative examples are preseintéke next section.

4. APPLICATIONS

4.1 Mean of a Normal Distribution with Known Variance

Let Xy, Xp, . . ., % be ii.d. N, 1), B0R. Consider of) = 8°, 800R, wherec > 1 is any known positive

integer. We have g(0 ) =0 and g'(0 ) = O satigf\(id.5).
X is UMVUE of awith V,(X) =1/n=17(8)

Define

I XCif Jﬁ\ﬂsn”“
6 =

"X it \/ﬁ\ﬂ >t/
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. g N(0,0) for =0
Then, \/ﬁ(en_g) - {N(O, |‘1(9)) for 8% 0

Showing thatén is super-efficient at 0.

If we wish to have non-degenerate norma# at 6,, choose o{) = ¢ sin(@— 90)+90 , B00R where c| < 1

andé, is any fixed number, or choose&lg(as in (3.6).
4.2 Variance of a Normal Distribution with Known Mean
Let Xy, Xo, - . ., % be i.i.d. N(0,8), § > 0. Consider g = 8%, 8>0, where 0 <d < 1 is any known number.

We have g(1) =1 and g'(1) = d satisfying (3.5).

§?=)" X7 In isthe MLE off with V, (D X2 /n)=20?/n=17(6)

i=1 i=1

Define

5 (1) if Vn|s*-1| <0
" s if Jn|s’-1]>n"

5 ) N(o,dzl‘l(l)) for 6=1
hen. n(@,-6) *{ N(0, 17(g)) for6#1

Showing thatén is super-efficient at 1.

4.3 Poisson Parameter

Let Xy, X3, .. ., X, be i.i.d. Poissol), & > 0. Consider the same&y(@s in lllustration 4.2.
X is MLE of g ith V,(X) =0/n=17(6).

Define

| X if +/n|X -1 <n"
X \/H\Y—1\>n1’4

o N(O, d2| -1(1)) for 6=1
Then, \/H(Hn ‘9) - { N(O,I_l(é’)) forg#1

Showing thatén is super-efficient at 1.
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4.4 Binomial Parameter
Let Xy, Xa, ..., X% be i.i.d. Bernoulli (1p), 0 <p < 1. Consider gf) = 2p(1-p), 0 <p < 1. We have g(1/2) = 1/2
and g'(1/2) = 0 satisfying (3.5).

P, =D X, /N, is the MLE of p' with V( p) =p(1-p) /n= | **(p)

i=1

Define

o = | 2P Q=P if Jn|p,-1/2|< n¥*
" p. if ¥n|p,-1/2|>n"

N N(0,0) for p=1/2
Then, \/ﬁ(pn p) - { N(O, |‘1(p)) for p£1/2

Which shows thatD, is super-efficient at 1/2.

4.5 Exponential Parameter

Let X;, Xo, . .., X% be ii.d. exponential variates with densig{xj = (1 /6) exp(- x/6), 8 > 0. Letd, be any
specified value off and consider @§ = (6+6,) / 2. Clearly, o) = 6y and g'¢g) = 1/2 satisfying (3.5).

X is MLE of 6 with V, (X ) =% n = 17(6)

Define

(X+6,)/2 if n|X -6,|<n"*

n

X it Jn|X -g,| >n¥

~ ¢ [ N[0 17(6,)14) for 6=6,
hen, ng,-0) *{ N(o, 1)) for6% 6,

Which showsén is super-efficient af.

5. CONCLUDING REMARKS

The foregoing discussion presents an approach @sa@nstruction of super-efficient estimators ugimg delta
method of asymptotic inference in single paramsitrations. The delta method of asymptotic infeeehas provided a
convenient way of constructing super-efficient rstiors. Numerical investigations on the estimafmaposed in the
illustrative examples of Section 4 are at a preiany stage of investigation. Other applicationghig approach are also

being addressed separately. The outcomes of timggeng research work will be reported in future coumications.

Impact Factor (JCC): 2.6305 NAAS Ratj 3.19



Obtaining Super-Efficient Estimators for a Real-Valued Parameter: Delta Method 87

REFERENCES

1. Bahadur, R. R. Hodges Super-Efficiency. Emncyclopedia of Satistical Sciences. 3, (1983), John-Wiley, 645-
646.

2. Durairajan, T. M. Sub-score and Super-efficienirgator. In: Navin Chandra and Gopal, G., edlications of
Reliability Theory and Survival Analysis, (2012), Bonfring, 120-129.

3. Hodges, J. LUnpublished. (1951)

4. Le Cam, L. On some asymptotic properties of maximikelihood estimates and related Baye's estimates.
University of California Publicationsin Statistics. 1, (1953), 277-330.

5. Le Cam, L. On the asymptotic theory of estimatiad gesting hypotheses. In: Neyman, J.Rraceedings of the
Third Berkeley Symposium on Mathematics and Probability. 1, (1956), University of California Press, Begkgl
129-156.

6. Le Cam, L. Locally asymptotically normal familie$ distributions. University of California Publications in
Statistics. 3 (1960), 37-98.

7. Le Cam, L. Limits of experiments. IrProceedings of the Sxth Berkeley Symposium on Mathematics and
Probability. 1, (1972), University of California Press, Begel245-261.

8. Sethuraman, J. Are Super-efficient Estimators Sppererful?. Communications in Satistics - Theory and
Methods. 33(9), (2004), 2003-2013.

9. Stein, C. Inadmissibility of the usual estimator the mean of a normal distribution. In: Neyman,ed.
Proceedings of the Third Berkeley Symposium on Mathematics and Probability. 1, (1956), University of
California Press, Berkeley, 197-206.

www.iaset.us anti@iaset.us






